
Peak shape for a quadrupole mass spectrometer: comparison of
computer simulation and experiment
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Abstract

Computer simulations of ion trajectories have been used to evaluate the performance of a quadrupole mass spectrometer.
Consideration has been given to realistic fields modeled on a commercial system as well as experimental distributions with
respect to ion entry position, axial and radial velocity and relative phase of the quadrupole field. Determination of the mass
filter acceptance-area as a function of the mass setting yields mass peak shapes with a dynamic range of more than seven orders
of magnitude and thus provides estimates for abundance sensitivity. Results from these simulations are found to give excellent
agreement with experimental measurements for different elements in a wide mass range of 6# A # 160. Further,
conventional Monte Carlo simulations give insight into subtle effects resulting in a substructure on the top of the mass peak
and allows the determination of the energy spread of the initial ion ensemble. (Int J Mass Spectrom 202 (2000) 81–89) © 2000
Elsevier Science B.V.
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1. Introduction

Since the development of the radio frequency (rf)
quadrupole mass filter (QMF) by Paul and co-workers
in the 1950s [1–3], quadrupole mass spectrometers
(QMSs) have become increasingly popular in a wide
range of scientific fields. Because of this popularity,
and the desire to gain a better understanding of the
performance attainable under a wide variety of con-
ditions, there have been many experimental and the-
oretical investigations. Most of the earlier theoretical

work with analytical expressions required the assump-
tion of idealized spatial and/or temporal fields as well
as ion distributions (for an overview see [4] and
references therein). The development of powerful
computers now permits more advanced simulation
studies that use realistic models for the description of
the QMF field [5–11]. Thus, the influences of spatial
and temporal field imperfections [12–15] on the
performance can be studied in detail.

In a prior publication, we have analyzed the
potential distributions of different real QMS geome-
tries and compared their performance to an ideal
instrument [11] using the program SIMION 3D ver-
sion 6.0 [16]. Ion trajectory simulations were used to
calculate spatial and angular acceptance of ions en-
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tering the QMF. Evaluation of the changes in accep-
tance as a function of the QMF operating parameters
at discrete neighboring mass* values yielded predic-
tions of isotopic abundance sensitivity, which were
confirmed by comparison with experiment. However,
a detailed understanding of the mass peak structure is
necessary for precise isotope ratio measurements.
Thus in this work, we have extended the acceptance-
area method to obtain a comprehensive description of
the mass peak shape. Additionally, a more conven-
tional Monte Carlo approach has been used to inves-
tigate substructures that are observed over the peak
tops. We compare the results of the simulations with
high-dynamic-range measurements (.107) of peak
shapes, carried out for different elements covering the
mass range of 6, A , 160. For these studies, a
commercial QMS system has been used under a
variety of experimental working conditions including
electron impact (EI) and laser ionization. For all
conditions, the experimentally observed mass peak
shapes show excellent agreement with the simulations
over many orders of magnitude. Furthermore, the
disappearance of the substructure at low ion energies
could be used to determine the energy spread of the
ion ensemble.

2. Theory

To develop an understanding of the shape of peaks
transmitted through a linear QMF, we must begin
with a short review of the standard design and theory
of these devices. More detailed descriptions can be
found in numerous papers and textbooks (see e.g.
[1,3,4,17]). The ideal QMF would be a structure of
four infinitely long parallel electrodes of hyperbolic
cross section to which a sinusoidal potential is ap-
plied. This potential is composed of a dc component
(amplitude U) and a rf component (amplitudeV,
angular frequencyv), which results in the quadrupo-
lar electric field distribution

F~ x, y, t! 5 ~U 2 V cosvt!
x2 2 y2

r0
2 (1)

where r0, known as the free-field radius, is the
distance from the symmetry axis to the electrode
surfaces. For this idealized potential, the equations of
motion for an ion with mass-to-charge ratiom/Ze
injected along thez axis are described in thex andy
coordinates by the generalized Mathieu equation [18]

d2u

dj2 1 @au 2 2qu cos~2j!#u 5 0 (2)

whereu represents eitherx or y andj 5 v t/ 2 and
d2z/dj2 5 0. The trajectories of the ions and the
operating parameters are expressed as functions of the
dimensionless variablesau andqu, which are related
to the potentialsU andV according to

au 5 ax 5 2ay 5
8ZeU

mr0
2v2 (3)

qu 5 qx 5 2qy 5
4ZeV

mr0
2v2

The ion trajectories are stable, i.e. of bounded ampli-
tude in thex andy dimensions, only for limited values
of au andqu as shown in the stability diagram in Fig.
1. Note that ions of lower mass are unstable only in
the x direction and ions of higher mass are unstable
only in they direction.

The dependence ofau and qu on m/Z in the

* Since we deal only with singly charged ions, we use the mass
numberA to refer implicitly to the ratio of mass to charge numbers.
Where actual masses and charges are required,m andZe are used.

Fig. 1. The region of simultaneousx andy stability in the (ax, qx)
plane, as used for quadrupole mass filter operation showing a
typical mass scan line.
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relations (3) is the basis for the operation of the QMF
as a band-pass mass filter, which commonly uses the
region in the vicinity of the apex in the stability
diagram. Simultaneously scanning the amplitudes of
U and V along a “mass scan line” of fixed ratio
U/V [ au/ 2qu through the stability region, as indi-
cated in Fig. 1, produces a mass spectrum with
constant resolutionR 5 m/Dm. By increasing the
U/V ratio, the transmitted mass rangeDm is nar-
rowed, and henceR is increased. In this constant
resolution mode, the width of the peaks obviously
changes with mass. Often this is not desirable and one
would like to have constantDm over a given mass
range. To do this precisely over large mass ranges
requires a parametric adjustment of theU/V ratio,
however, over limited mass ranges, a constantDm
mode can be approximated by adding a constant offset
to U [4]. We use this constantDm mode of operation
for our QMS and theU offset value is specifically
considered in the simulations.

The real QMF will have a number of imperfections
that will cause deviations from the ideal behavior.
These include finite dimensions, the substitution of
circular cross-section electrodes for the ideal hyper-
bolic form, and various misalignments. These imper-
fections have been discussed in detail in [11] while
this paper addresses the affect on the overall shape of
a mass peak, as is outlined in Fig. 2. The transmitted
rangeDqu of the mass scan line is given in Fig. 2(A)
and the ideal QMF, as discussed above, should yield
a rectangular shaped mass peak, as shown in Fig.
2(B). It is possible for ions with nominally stable
trajectories to undergo oscillations that would become
larger than the finite free-field radius; the ion then
impacts an electrode and is not transmitted. This
becomes more pronounced for ions entering further
away from thez axis, as well as for (au, qu) values
near the boundaries of the stability region. Due to the
different class of oscillations experienced inx andy
coordinates, this effect is more pronounced on the
higher mass side. Thus the flat-top peak becomes
asymmetrically rounded with the peak maximum
shifted slightly to the lower mass side, as shown in
Fig. 2(C). With the finite length of a real QMF, an ion
with nominally unstable trajectory, but starting within

a small but finite area close to the symmetry axis, will
experience defocusing forces that are too small to
cause rejection during the transit time. This results in
tails on the mass peaks, which are more pronounced
on the low mass side (again because of the different
oscillation classes), as is shown in Fig. 2(D). The peak
shape can be further distorted by fringing fields at the
entrance and exit of the device [6,7,12,14] as well as
by other field imperfections, such as those arising
from using circular electrodes [4,11]. The latter lead
to nonlinear resonances, which may be observed as
additional narrow structures on the mass peak. The
exact location where individual nonlinear resonances
appear can be evaluated using a multipole expansion
of the QMF field distribution [13,19]. It is important
to emphasize that our approach does not solve the
Mathieu equations, in either the simple first-order
form or considering the higher-order multipole expan-

Fig. 2. Evolution of real mass peak shapes. Shown are the apex of
the first stability region (A) and expected peak shapes for ideal
infinite field (B), only transverse-limited field (C), and finite field
limited in transverse and longitudinal dimensions (D).
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sions. Rather, field modeling based on actual geome-
tries is used to calculate electrostatic forces for
subsequent ion trajectory simulations, as described in
Sec. 3.

3. Simulations

The ion trajectory simulation program SIMION 3D
[16] is a PC based package for designing and analyz-
ing ion optics with three-dimensional (3D) electro-
static potential and/or magnetic field arrays. The
field-induced forces are then used for ion trajectory
calculations. User programming permits modeling
dynamic devices like the QMF or an ion trap. We
have written subroutines that control variation of all
parameters of the device and the starting ion condi-
tions. These include dc and ac voltage, the radio
frequency and its phase, ion mass, and the initial
position in phase space of each individual ion in an
ensemble.

The QMS system is divided into three major
component regions: the ion source and ion optics at
the entrance, the mass filter section (QMF), and the
detector region with the post acceleration field. These
have been described in detail in [11]. Consideration of
the complete system allows proper treatment of fring-
ing fields at the QMF entrance and exit apertures,
which are known to influence transmission character-
istics strongly [6,7,12,14,20]. All simulations were
carried out in full 3D representation with a resolution
of 50 mm. This is sufficient resolution to reproduce
minor field imperfections, caused by circular elec-
trodes, that induce nonlinear resonances in the ion
oscillations. For all simulations, a beam divergence of
6° and a beam radius of 0.6 mm at the entrance to the
QMF have been used. These parameters result from
modeling of the ion source and extraction optics under
realistic operating conditions [11]. The simulation
results have been used in two distinctly different
approaches for characterizing QMF performance. The
first determines transmission of ions through the QMF
and uses conventional Monte Carlo methods to eval-
uate fine details of the peak structure, however the
number of calculated ion trajectories obviously limits

the dynamic range that can be achieved. The second
performs a series of simulations to determine the
boundaries of the ion acceptance area and can provide
results over a high dynamic range.

A detailed description of the acceptance-area
method for calculating the transmission of the QMF at
a single point in the (au, qu)-parameter space has
been given in [11]. When set for a given mass number
A, trajectory simulations can be used to determine an
area in thex–y plane at the entrance of the QMF for
which ions of a given mass numberA9 are transmit-
ted. At the desired mass (A9 5 A) we denote this
acceptance areaMstable. Due to the finite length of the
QMF, unstable ions of a different mass will still have
a small but finite acceptance areaMunstable located
close to the QMF axis, where defocusing forces of the
field are too small to cause rejection. The ratio
Mstable/Munstablethen gives an estimate of the selec-
tivity of the system. In [11], we examined the trans-
mission of an ion of mass numberA at discrete points
along the mass scan line corresponding toA andA 6
1
2
. In this work, the procedure has been automated to

calculate the transmission over a continuous mass
range, at a user-defined resolution, resulting in a
prediction of the complete mass spectrum. Addition-
ally, the earlier calculations only considered monoen-
ergetic ions with distribution of entry position in the
x–y plane and randomized rf phases; this work in-
cludes additional distributions in the entrance angle
(beam divergence) and a distribution of ion energies.

4. Experimental

The experimental apparatus used in these studies
has been discussed in [11] and only a brief description
is given here. The QMS is a commercial system (ABB
Extrel, Pittsburgh, USA) with 9.39 mm radius rods of
21 cm length and a free-field radius ofr0 5 8.33
mm. The system can be driven by different power
supplies at frequencies of either 2.9 MHz (A # 64)
or 1.2 MHz (A # 500). Ions transmitted through the
QMF are detected by an off-axis continuous dynode
secondary electron multiplier. For the measurements
reported here, metallic lithium, calcium or gadolinium
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were loaded into an electrothermally heated graphite
crucible of 2.5 cm length and 2.6 mm inner diameter.
At temperatures of 500–700 °C (Li and Ca) or 1200–
1400 °C (Gd) these metals are evaporated at a suitable
rate. We use a standard EXTREL crossed-beam EI
ion source with the atomic beam directed along the
quadrupole axis. When EI ionization is used, the
electron energy is kept at 8–10 eV to avoid most
molecular interferences. Because of their lower ion-
ization potentials, the metals studied are still effi-
ciently ionized at these EI energies. For calcium,
some additional measurements were carried out using
resonant laser ionization within the same interaction
volume.

5. Results and discussion

In this section two different types of simulations
are compared with experimental measurements. First
we examine the detailed structure over the peak top
using Monte Carlo methods. Then, the overall shape
is evaluated at high dynamic range using acceptance-
area simulations.

Fig. 3 shows detailed measurements of the40Ca
mass peak with resolutionR ; 100 obtained with
(A) laser and (B) EI ionization, plotted on a normal-
ized logarithmic scale. Laser ionization was carried
out with single-mode cw-laser excitation on the 422.7
nm resonance line of CaI with subsequent nonreso-
nant ionization at 363.8 nm [21]. The points con-
nected by dotted lines are the experimental data while
the solid lines are the results of simulations. These
simulations computed 1000 ion trajectories for each
point, at a resolution of 0.01 mass units. The mean ion
energy, both experimental and in simulations, was;9
eV. Although the width and tail structure for both
experimental mass peaks are quite similar, the struc-
ture on the top has apparent differences. The observed
structure in (A) is attributed to having the QMS exit
aperture radius slightly smaller thanr0 (which is the
case for almost all commercially available instru-
ments). If the initial ion energy distribution is narrow,
the ion motion will have a nearly stationary wave
shape. This is illustrated with simulated trajectories

for monoenergetic ions shown in Fig. 4(A). The exact
location of the motion amplitude extrema are only
weakly dependent on the initial rf phase (which has
been varied for the different traces in Fig. 4). Also, the
entry radial displacement and velocity only affect the
amplitude of the ion motion, but not the extrema
positions. However, the period, and hence the coinci-
dence of the extrema with the exit aperture, depends
on the exact working (au, qu) parameters and axial
velocity of the ion. The effect of slightly reducing the
qu parameter is illustrated in Fig. 4(B). Thus, during a
mass scan, which corresponds to changingqu, the
motion amplitude maxima and minima will be
scanned across the exit aperture and impose variations
on the observed transmission. Note that the pattern
will be complicated by the fact that the frequency of
the macrocycles is different in thex andy dimensions.
A distribution of axial velocities corresponds to a

Fig. 3. Transmission peak shapes obtained by laser ionization (A)
and EI ionization (B) of40Ca. Experimental results are shown as
points connected by dotted lines and peak shapes calculated with
Monte Carlo simulations as solid lines. Input parameters and energy
uncertainties are discussed in the text.
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distribution of ion energies. This leads to a smearing
out of the stationary wave pattern, as shown in Fig.
4(C) where conditions are the same as in Fig. 4(A)
except that an energy uncertainty of 1.3 eV has been
used. For a given mean energy, a certain energy
spread will have the lowest and highest energy ions
shifted by one-half period of the macrocycle motion at

the exit aperture. Above this point, the structure over
the top of the mass peak is largely expected to
disappear. A series of simulations were performed as
a function of mean energy to determine the energy
width required for removal of the structure, with
results listed in Table 1. As might be expected from
energy–velocity relations, the required energy width

Fig. 4. Projections of thirteen ion trajectories onto thex–z (left column) and they–z plane (right column) with different initial phases of the
rf field, equally spaced between 0 and 2p. (A) and (B) show results for monoenergetic ions, while in (C) the effect of an energy spread of
1.3 eV is illustrated. The operating points (ax, qx) are (0.23, 0.7085) in (A) and (C) and (0.23, 0.706) in (B). In each case ion mass is 40 u,
mean ion energy is 9 eV, and ion entry is parallel 0.5 mm from the symmetry axis in both dimensions.
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increases approximately quadratically with the mean
ion energy. Thus, if spectra are recorded at increasing
ion energies, the point at which the structure disap-
pears can be used to estimate the energy spread of the
source.

In Fig. 3(A), which is obtained by laser ionization
(LI) a strong structure on the peak top is observed,
with transmission fluctuation of up to 30%. The
observed structure could be well reproduced in sim-
ulation simply by adjusting the width of the ion
energy distribution toDELI 5 0.4 eV. The peak
width and the precise positioning of the substructure
are very sensitive to the values ofU and V. Thus,
these were checked and adjusted against the experi-
mentally observed peak width and centroid. The
resulting values were then used for all further calcu-
lations of detailed peak structure. Fig. 3(B) shows the
peak shape obtained with EI ionization and the same
mean ion energy as the laser ionization in Fig. 3(A)
and the observed peak shape is quite smooth without
structure over the top. Using Table 1 and additional
measurements at other ion energies, the energy spread
was estimated to beDEEI 5 1.3 eV. This value was
used for the simulated curve shown in Fig. 3(B) and
gives excellent agreement with the experimental peak
shape. The energy width is much larger than that
found for laser ionization and is attributed to space
charge from the electron beam in the ionization
volume. The only significant structure remaining in

the EI spectrum is a weak dip in the rising edge. This
dip is also present in the laser ionization spectrum and
is ascribed to a coincidence of non-linear resonances
arising from a combination of sixth- and tenth-order
components of the multipole expansion of the field.
These coupled nonlinear resonances make the ion
trajectory unstable and thus result in strongly reduced
transmission.

For comparison between the acceptance-area sim-
ulations and experiments, high dynamic-range mass
spectra were recorded under optimized working con-
ditions. The resulting spectra for masses in the range
of lithium (A), calcium (B), and gadolinium (C) are
shown on a normalized logarithmic scale in Fig. 5.
The experimental points were obtained with conven-
tional EI ionization. During each scan the QMF was
operated in constantDm mode, whereDm is defined
as the peak width at 10% height. For Li and GdDm ;
0.65 while for Ca Dm ; 0.4, which, in each case,
provides a practical compromise between transmis-
sion and abundance sensitivity. Thus the resolution
values are approximately 11, 100, and 250 atA 5 7,
40, and 158, respectively. The background peaks
observed at mass numbers 39 and 41 are attributed to
potassium, which has an ionization potential lower
than that of calcium and thus cannot be suppressed by
the low EI energy. The Gd spectrum was recorded
using a rf frequency of 1.2 MHz, which was necessary
to reach the higher masses involved. Due to the
refractory nature of Gd, only moderate evaporation
rates could be achieved and thus the dynamic range is
several orders of magnitude lower than with Li or Ca.
Further, with the 1.2 MHz operation the tails of the
Gd mass peaks do not fall off as quickly.

For acceptance-area simulations corresponding to
these experimental measurements, fixed input param-
eters were ion energy of 9 eV withDEEI 5 1.3 eV,
while theU/V ratio was adjusted to give a best fit to
the experimentally observedDm. Under these condi-
tions, no substructure is observed over the peak tops,
as has been discussed above. The resulting transmis-
sion functions forA 5 7, 40, and 158, are shown as
solid lines in Fig. 5 and the agreement with the
observed experimental peaks is very good over eight
orders of magnitude. The agreement for the peak

Table 1
Energy shiftDE, necessary to produce a shift of one-half period
in the macromotion for different mean ion energiesE;
uncertainty values arise from considering a distribution of
starting conditions

Mean ion energy
E (eV)

Energy
spreadDE
(eV)

15 2.46 0.2
12 1.46 0.1
11 1.26 0.1
10 1.06 0.1
9 0.86 0.1
8 0.756 0.1
7 0.76 0.1
6 0.66 0.1
5 0.456 0.05
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wings is particularly important, indicating that the
simulations can give reliable a priori estimates of
abundance sensitivity. As explained in Fig. 2, the
peak shape in both experiment and theory is some-
what asymmetric with the maximum shifted slightly
to lower mass. At smallerDm, as is the case forA 5
40, there is less of the nearly flat region on the top of
the peak.

6. Conclusion

Ion trajectory simulations have been performed to
model mass peaks of a commercial QMS system. A
comprehensive description of the peak shape was
obtained by evaluating the acceptance-area of the
QMF as a function of the mass setting. This approach
accurately reproduced experimentally observed peak
shapes over a dynamic range of up to eight orders of
magnitude and the mass range of 6# A # 160.
Substructures on the mass peak top are understood as
arising from the ion macromotion in the QMF, whose

pattern becomes nearly stationary for an ensemble
with a narrow energy distribution. Location and size
of the induced transmission extrema were calculated
for different ion sources using a Monte Carlo ap-
proach and agreed very well with experimental re-
sults. Furthermore, the energy dependence of this
structure has been used to determine the energy width
of ion ensembles created by EI and laser ionization.
Consideration of these effects is particularly impor-
tant for isotope ratio measurements using laser ion-
ization, where an ion ensemble with a small energy
spread is created.
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